
● As compared to sharp minima, convergence to 
a flatter (smooth) region within a loss landscape 
improves generalization in supervised learning.

● Our work analyses the effect of smoothness in 
loss landscape for domain adversarial training 
(DAT), which performs domain adaptation of 
classifier from source to target domain by  
learning  domain invariant representations.

● The DAT objective is a combination of task loss 
(i.e. classification etc.) and adversarial loss. 

SDAT introduces smooth task loss inspired by 
Sharpness Aware Minimization (SAM) objective: 
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● Eigen spectral density of Hessian of the task loss 
above analyzes the smoothness of the task loss.

● Low λmax and low Tr(H) as we go from left to 
right indicates convergence to smoother region 
for various methods in loss landscape, which is 
correlated with improved accuracy on target.

Why Smooth Domain Adversarial Training?

● SDAT consistently improves the performance of 
standard DAT methods (eg. CDAN, DANN, MCC)

● Requires only a few lines of code change for 
integration.

Theorem 2 (Remark): We 
show that for gradient 
lipschitz  functions the 
discriminator is suboptimal 
between source and target 
domain, with smooth 
version of adversarial loss .

Empirical: As the 
smoothness increases (ρ), 
the target accuracy 
decreases (Fig. on right) 
indicating that smoothing 
adversarial loss leads to 
suboptimal generalization.

SDAT outperforms other smoothing techniques 
proposed for ERM, because it selectively 
smoothens  the task loss.

Only smoothing 
Task Loss (i.e. SDAT) 
leads to the best 
performance on the 
target domain.
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SDAT improves over recent SOTA methods with 
less compute and training resources.

Integrating SDAT with DAT methods improves 
their performance significantly.

Paper:  https://arxiv.org/abs/2206.08213  
Code:  https://github.com/val-iisc/SDAT
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